
Linear Algebra 

Problem Set 4 Solution           Spring 2016 

 

1. (15pts) 

(1) [
1 1 1
1 2 3

] → [
1 0 −1
0 1 2

] (Full row rank, 𝑟 = 2) 

(2) [
1 1 1
1 1 1

] → [
1 1 1
0 0 0

] (𝑟 = 1) 

(3) [
1 1
1 2
1 3

] → [
1 0
0 1
0 0

] (Full column rank, 𝑟 = 2) 

(4) [
1 2 1
1 2 2
1 2 3

] → [
1 2 0
0 0 1
0 0 0

] (𝑟 = 2) 

(5) [
1 1 1
1 2 1
1 3 0

] → [
1 0 0
0 1 0
0 0 1

] (Full rank, 𝑟 = 3) 

 

(a) (1)(5) 

(b) (3)(5) 

(c) (5) 

(d) (1) 

(e) (2)(3)(4) 

 

2.(20pts) 

[𝐴 |𝐼5] =

[
 
 
 
 
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
17 18 19 20

|
|

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1]

 
 
 
 

 

               →  

[
 
 
 
 
 
 
 1 0 −1 −2

0 1 2 3

0 0 0 0

0 0 0 0

0 0 0 0

|

|

|
−

3

2

1

2
0 0 0

5

4
−

1

4
0 0 0

1 −2 1 0 0

2 −3 0 1 0

3 −4 0 0 1]
 
 
 
 
 
 
 

= [
𝐼𝑟 𝐹
0 0

|
𝐸1

𝐸2
] 



Nullspace matrix 𝑁 = [

1 2
−2 −3
1 0
0 1

] 

(a) 

[
 
 
 
 
1
5
9
13
17]

 
 
 
 

,

[
 
 
 
 
2
6
10
14
18]

 
 
 
 

 

 

(b) [1 0 −1 −2], [0 1 2 3] 

 

(c) [

1
−2
1
0

] , [

2
−3
0
1

] 

 

(d)  

[
 
 
 
 

1
−2
1
0
0 ]

 
 
 
 

,

[
 
 
 
 

2
−3
0
1
0 ]

 
 
 
 

,

[
 
 
 
 

3
−4
0
0
1 ]

 
 
 
 

 

 

(e) 

𝐴𝑥 = 𝑏 → 𝐸𝐴𝑥 =

[
 
 
 
 
1 0 −1 −2
0 1 2 3
0 0 0 0
0 0 0 0
0 0 0 0 ]

 
 
 
 

𝑥 =

[
 
 
 
 
 
 −

3

2
𝑏1 +

1

2
𝑏2

5

4
𝑏1 −

1

4
𝑏2

𝑏1 − 2𝑏2 + 𝑏3

2𝑏1 − 3𝑏2 + 𝑏4

3𝑏1 − 4𝑏2 + 𝑏5]
 
 
 
 
 
 

= 𝐸𝑏 

{

𝑏1 − 2𝑏2 + 𝑏3 = 0
2𝑏1 − 3𝑏2 + 𝑏4 = 0
3𝑏1 − 4𝑏2 + 𝑏5 = 0

 

 

 

 

 

 

 

 

 

 



(f) 

[𝐴 |𝑏] =

[
 
 
 
 
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
17 18 19 20

|
|

0
4
8
12
16]

 
 
 
 

 →

[
 
 
 
 
1 0 −1 −2
0 1 2 3
0 0 0 0
0 0 0 0
0 0 0 0

|
|

2
−1
0
0
0 ]

 
 
 
 

= [𝑅 |𝑐] 

𝑥ℎ = 𝑐1 [

1
−2
1
0

] + 𝑐2 [

2
−3
0
1

]        𝑥𝑝 = 𝑑1 [

1
0

−1
−2

] + 𝑑2 [

0
1
2
3

] 

𝑅𝑥𝑝 =

[
 
 
 
 
1 0 −1 −2
0 1 2 3
0 0 0 0
0 0 0 0
0 0 0 0 ]

 
 
 
 

(𝑑1 [

1
0

−1
−2

] + 𝑑2 [

0
1
2
3

]) =

[
 
 
 
 

2
−1
0
0
0 ]

 
 
 
 

= 𝑐 

{
6𝑑1 − 8𝑑2 = 2

−8𝑑1 + 14𝑑2 = −1
→ 𝑑1 = 1, 𝑑2 = 1 2⁄ → 𝑥𝑝 =

1

2
[

2
1
0

−1

] 

𝒙𝒈 = 𝒙𝒉 + 𝒙𝒑 = 𝒄𝟏 [

𝟏
−𝟐
𝟏
𝟎

] + 𝒄𝟐 [

𝟐
−𝟑
𝟎
𝟏

] +
𝟏

𝟐
[

𝟐
𝟏
𝟎

−𝟏

] 

 

3.(20pts) 

(a) A has n independent columns , 𝐫𝐚𝐧𝐤(𝑨) = 𝐧 

 

(b) 𝐧 ≤ 𝐦. (if  m < n , rows of A are linearly independent) 

 

(c) [
𝐼𝑛

0(𝑚−𝑛)×𝑛
] 

 

(d) R(𝐴) = span{[1,0,⋯ ,0], [0,1,⋯ ,0],⋯ , [0,0,⋯ ,1]} =  𝑅𝑛 

    N(𝐴) = {0} 

 

(e) dimC(𝐴) = rank(𝐴) = n 

 

(f) dimN(𝐴𝑇) = m − rank(𝐴𝑇) = m − n 

 

(g) False, A is full column rank, it has zero or one solution. 

 

 

 



(h) Let 𝐴𝑥1 = 𝑏, 𝐴𝑥2 = 𝑏, 𝑎𝑛𝑑  𝑥1 ≠ 𝑥2. 

       𝐴𝑥1 −  𝐴𝑥2 = 𝐴(𝑥1 − 𝑥2) = 0 

       𝐴 is full column rank, so N(𝐴) = {0}. 

       That is, 𝑥1 − 𝑥2 = 0. It is contradiction. 

       Hence, the answer is unique. 

 

(i)  𝐵 = 𝐴𝑇(𝐴𝐴𝑇)−1 

      rank(𝐴𝐴𝑇) = rank(𝐴) = n 

      When m ≠ n, it doesn′t exist (𝐴𝐴𝑇)−1, hence, B doesn′t exist. 

 

(j)  𝐵 = (𝐴𝑇𝐴)−1𝐴𝑇 

      rank(𝐴𝑇𝐴) = rank(𝐴) = n 

      There exists (𝐴𝑇𝐴)−1 let 𝐴 has a left inverse 𝐵. 

 

4.(15pts) 

(a) 

Suppose  𝑥 ∈ N(𝐴) 

𝐴𝑥 = 0,     𝐴(𝐴𝑥) = 𝐴 ∙ 0 → 𝐴2𝑥 = 0 → 𝑥 ∈ N(𝐴2) 

∴ N(𝐴) ⊆ N(𝐴2) → not necessarily equal. 

→ N(𝐴) ⊆ N(𝐴2) ⊆ N(𝐴3)…. 

 

(b) 

Suppose 𝑦 ∈ C(𝐴𝑘) 

𝐴𝑘𝑥 = 𝑦 → 𝐴𝑘−1(𝐴𝑥) = 𝑦 → 𝑦 ∈ C(𝐴𝑘−1) 

∴ C(𝐴𝑘−1) ⊇ C(𝐴𝑘) 

→ C(𝐴) ⊇ C(𝐴2) ⊇ C(𝐴3)… ⊇ C(𝐴𝑘) 

 

(c) 

N(𝐴2) = N(𝐴3) 

Suppose 𝑥 ∈ N(𝐴4) 

𝐴4𝑥 = 0 → 𝐴3(𝐴𝑥) = 0 → 𝐴𝑥 ∈ N(𝐴3) = N(𝐴2) 

That is, 𝐴2(𝐴𝑥) = 𝐴3𝑥 = 0 → 𝑥 ∈ N(𝐴3) 

∴ N(𝐴3) = N(𝐴4) 

 

 

 

 

 



 

5.(5pts) 

𝐶 = [
𝐴
𝐵
] 

Suppose 𝑥 ∈ N(𝐶) 

𝐶𝑥 = 0 → [
𝐴
𝐵
] 𝑥 = [

𝐴𝑥
𝐵𝑥

] = 0 

N(𝐶) = N(𝐴) ∩ N(𝐵) 

 

6.(5pts) 

Columns of A and B are linearly independent, so N(A)=0, N(B )=0. 

Suppose (𝐴𝐵)𝑥 = 0 → 𝐴(𝐵𝑥) = 0, hence 𝑥 must be zero. 

That is, columns of AB are linearly independent. 

 

7.(5pts) 

𝑢, 𝑣, 𝑤 are linearly independent vectors. 

𝑐1𝑢 + 𝑐2𝑣 + 𝑐3𝑤 = 0, (𝑐1 = 𝑐2 = 𝑐3 = 0) 

 

𝑑1𝑢 + 𝑑2(𝑢 + 𝑣) + 𝑑3(𝑢 + 𝑣 + 𝑤) = 0 

→ (𝑑1 + 𝑑2 + 𝑑3)𝑢 + (𝑑2 + 𝑑3)𝑣 + 𝑑3𝑤 = 0 

→ 𝑑1 = 𝑑2 = 𝑑3 = 0 

𝑢, 𝑢 + 𝑣, 𝑢 + 𝑣 + 𝑤 are linearly independent vectors. 

 

8.(15pts) 

𝐵 and 𝐶 are invertible matrix, so columns of them are linearly independent .  

 

(a) 

Suppose 𝑥ϵN(𝐴𝐵), 𝐴𝐵𝑥 = 0 

Because columns of 𝐴 are  linearly independent, so it exists left inverse 𝐴′. 

𝐴′𝐴𝐵𝑥 = 0 → 𝐵𝑥 = 0 → 𝐵−1𝐵𝑥 = 0 → 𝑥 = 0 

Hence, columns of 𝐴𝐵 are  linearly independent. 

 

(b) 

Suppose 𝑥ϵN(𝐶𝐴), 𝐶𝐴𝑥 = 0 

𝐶−1𝐶𝐴𝑥 = 0 → 𝐴𝑥 = 0 → 𝑥 = 0 

Hence, columns of 𝐶𝐴 are  linearly independent. 

 


